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S.1 Video on our Website

The narrated video on our website (https://intercap.is.tue.mpg.de) presents:

– An explanation of our motivation.
– An overview of our InterCap dataset and method.
– Some videos (input) and reconstructed 4D meshes (output) of our InterCap dataset.
– A qualitative comparison between our InterCap mesh reconstructions to the ones

from SMPLify-X [3], ExPose [1], and VIBE [2].

S.2 Optimization Objective Function & Terms

We use the objective function of Eq. 6 of the main paper to jointly refine (via opti-
mization) the body and object motion over the whole sequence. Here we give a detailed
explanation of the terms not elaborated in the main paper due to space limitations.

The motion smoothness term ES penalizes sudden changes in the position of body
vertices. It employs the learned motion prior of LEMO [4] and is defined as:

ES(Θ,Ψ, Γ,A;T, β∗) =
1

Q(T − 2)

T−1∑
t=1

∥∥zoptt+1 − zoptt

∥∥2, (S.1)

where T is the sequence length, Q is a constant representing the number of virtual body-
markers of LEMO (see [4] for an explanation; they use a different symbol), zoptt is the
latent vector for the t-th frame from LEMO’s pre-trained motion auto-encoder (FS):

Zopt = FS(X
opt
∆ ) = [zopt1 , zopt2 , ..., zoptT−1], (S.2)

where Xopt
∆ is a (concatenated) vector containing the temporal position change of LEMO’s

virtual body-markers. For more details, please refer to the paper of LEMO [4].
The vertex acceleration term EA is a simple hand-crafted motion prior that encour-

ages smooth motion trajectories for the object:

EA(Ξ;T,M) =
1

T − 2

T−1∑
t=2

∥∥∥W ′(Ξt−1,M)+

W ′(Ξt+1,M)− 2 ∗W ′(Ξt,M)
∥∥∥2

(S.3)
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where M is the object mesh, and W ′ denotes the operation of first rigidly deforming
the object according to Ξt and then concatenating the vertices into a single vector.

The contact term EC(β
∗, Θt, Ψt, Γt, Ξt,M) encourages the annotated likely contact

areas of the body (see Fig. 3 of the main paper) to be in contact with the object:

EC(β
∗, Θt, Ψt, Γt, Ξt,M) = CD

(
H
(
W (Θt, Ψt, Γt, A, β∗)

)
,

H ′(W ′(Ξt,M)
)) (S.4)

where CD refers to the Chamfer Distance function, H is a function that returns only
the annotated body-contact vertices of Fig. 3, H ′ returns the closest points on the ob-
ject for these body-contact vertices, W ′ deforms rigidly the object and is explained in
the previous paragraph and W similarly (non-rigidly) deforms the SMPL-X mesh and
concatenates the vertices into a single vector.

Finally, the ground-support terms EG and EG′ build on the fact that no human or
object vertex, respectively, should be below the ground plane, and penalize any vertex
penetrating the ground. Let pG be a point on the ground plane and nG be the corre-
sponding normal; both defined are once and offline. Then the term EG for body-ground
penetration is defined as:

EG(β
∗, Θt, Ψt, Γt) =

∥∥∥RL
(
nG ∗

(
pG −W (β∗, Θt, Ψt, Γt)

))∥∥∥2, (S.5)

where RL is the ReLU function, and ∗ here is the inner product of vectors. The term
EG′ for object-ground penetration follows a similar formulation:

EG′(Ξt,M) =
∥∥∥RL(nG ∗ (pG −W ′(Ξt,M)))

∥∥∥2. (S.6)
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